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Abstract
Skilled reading requires recognizing written words rapidly; functional neuroimaging research has
clarified how the written word initiates a series of responses in visual cortex. These responses are
communicated to circuits in ventral occipitotemporal (VOT) cortex that learn to identify words
rapidly. Structural neuroimaging has further clarified aspects of the white matter pathways that
communicate reading signals between VOT and language systems. We review this circuitry, its
development, and its deficiencies in poor readers. This review emphasizes data that measure the
cortical responses and white matter pathways in individual subjects rather than group differences.
Such methods have the potential to clarify why a child has difficulty learning to read and to offer
guidance about the interventions that may be useful for that child.
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INTRODUCTION
Although most children learn to read well, there are many who fail to learn or learn only
with great difficulty. There are many reasons why a child may have difficulty learning to
read. These reasons range from social impediments that limit training to biological
impediments within specific brain structures. The research we review here is aimed at
clarifying the neural circuits essential for reading and at understanding specific failure
modes that may arise in the brain systems of a child learning to read in a supportive
environment.

Many modern neuroimaging methods can trace signals and structures of specific neural
pathways in a single subject. Using these methods, the signals and structures in a child who
is having difficulty reading can be compared to the corresponding measurements obtained
from a cohort of good readers. This analysis is not a group comparison (poor readers versus
good readers). Rather, it is an engineering approach to understanding disability in
individuals. We begin with the assumption that all good readers operate within a compliance
range [“Happy families are all alike; every unhappy family is unhappy in its own way”
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(Tolstoy 1911)]. We aim to find the specific signals and structures that are outside of this
compliance range in an individual who has difficulty reading. Problems may arise for many
reasons. Some may be due to developmental failures of the systems dedicated to reading per
se, whereas others may be due to inadequate signals from related but essential systems, such
as the visual or auditory systems. With enough experience we may hope to learn which
neural systems commonly limit reading and ultimately to understand the underlying genetic
or environmental biological factors that cause these deviations.

Given that widespread literacy is a relatively recent development, it is likely that many
components of the reading circuitry are used for purposes in addition to reading. For
example, to read a child must develop adequate visual acuity and learn to understand speech.
Competence at these tasks is predictive of future reading: Children who are efficient at
hearing and manipulating the sounds of speech are usually good at learning to read
(Shaywitz et al. 2008, Torgesen et al. 1999, Wagner & Torgesen 1987). The development of
reading relies on the proper developmental progression of all of these systems. Once the
preconditions for reading are met, the next step is to learn the association between
orthography (i.e., the written or printed symbols) and language sounds. A child who does
not learn this skill, as measured by single-word reading, will not reach an efficient level of
reading. A deficit in learning single-word reading in a child of normal intelligence is called
developmental dyslexia.

We can now preview our main points. First, skilled single-word reading depends on the
correct processing in a series of cortical circuits. Some of these circuits are in classic visual
cortex; others are in regions identified by investigators working on reading and language. It
is important to consider the development of all reading circuits jointly. In preparing this
review, we have learned that there is room to improve how investigators localize and
coordinate these measurements. Second, reading circuitry includes local cortical circuits and
their connecting white matter tracts; this hierarchy of processing stages must develop in a
temporal sequence. Certain brain systems must develop and provide signals to other
systems, or else the entire circuit specialization for reading will not develop properly.
Understanding the system should include measuring the sequence of development in
individual subjects.

To take a practical approach to understanding reading failures, we need to know both the
parts list and the sequence-of-assembly instructions for the reading circuitry. There has been
good progress on all fronts, and there remains much to be done.

BACKGROUND
The past 30 years have transformed our ability to measure signals and structures in the
human brain. The earliest human neuroimaging measurements included experiments to
understand reading and language. The rich neurological history of reading and language
formed an excellent basis for these early investigations (Binder et al. 1992; Damasio &
Damasio 1983; Dejerine 1891, 1895; Wernicke 1906). The earliest experiments used
positron emission tomography (PET); subsequent advances in magnetic resonance imaging
(MRI), magnetoencephalography (MEG), and electroencephalography (EEG) built on this
history and provided a great deal of new and more precise information about neural signals
and structures (Wandell 2011).

An important part of that history was an effort to classify neural structures into sensory
(visual) and language. Indeed, the nineteenth-century neurological literature opens with a
dispute between Dejerine and Wernicke as to whether the neural basis of reading was
intimately connected with visual cortex or alternatively whether reading is embedded within
a language system and relies only on generic visual information (Bub et al. 1993). This
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debate continues in the modern era (McCandliss et al. 2003, Price & Devlin 2003, Wandell
2011). As we have learned more about the visual system using modern neuroimaging, it
appears that the focus on this question is not helpful in several ways. For example, modern
imaging methods show that even activity in primary sensory areas of the brain, such as the
lateral geniculate nucleus (LGN) and primary visual cortex (V1), are modulated by task-
dependent manipulations such as shifts in attention (Brefczynski & DeYoe 1999, Gandhi et
al. 1999, O'Craven et al. 1997). Moreover, allowing for separations of only two or three
synapses, anatomical studies show that cortex is massively interconnected (Braitenberg &
Schüz 1991). An alternative approach is to study how reading signals are communicated in
the brain and the operational compliance range for these signals and structures. We point out
three advances here, and we spend most of this review describing the experimental basis of
these advances.

Critical Neural Circuitry for Seeing Words Is Located in Ventral Occipitotemporal Cortex
Since the French neurologist Dejerine described a patient with pure alexia (word blindness)
caused by brain damage (Dejerine 1892), the idea of a neural structure critical for seeing
words has been influential in theories of reading (Bub et al. 1993). Many such patients have
since been described, and neurological lesions tend to overlap in ventral occipitotemporal
(VOT) cortex and the splenium of the corpus callosum (Damasio & Damasio 1983). In the
1990s, modern imaging methods allowed investigators to search for the likely position of
cortical circuits essential for reading in healthy subjects. Measurements using MEG, PET,
and MRI of neurological lesions, and intracranial recordings initially emphasized somewhat
different parts of cortex (Allison et al. 1994; Howard et al. 1992; Nobre et al. 1994; Paulesu
et al. 1995; Petersen et al. 1988; Petersen & Fiez 1993; Price et al. 1994, 1998; Salmelin et
al. 1996; Wandell 2011). By the year 2000, however, Cohen and colleagues summarized the
findings by asserting the existence of “a standard model of word reading” that includes “a
left inferior temporal region that is specifically devoted to the processing of letter strings”
(Cohen et al. 2000). In a confident and controversial move, Cohen and Dehaene labeled the
particular VOT region they studied as the visual word form area (VWFA), which added
cortical specificity to the classic notion that there is a visual word form system (Warrington
& Shallice 1980). This term has endured1 despite the reluctance of some authors to make
such a specific and strong functional assignment (Price & Devlin 2003, 2004). At present,
there is consensus that a role for VOT signals in reading does not deny a significant role for
other VOT circuit functions or that nonvisual factors influence responses in VOT cortex
(Xue et al. 2006, Yoncheva et al. 2010).

Over this same period, a great deal also has been learned about the organization of human
visual cortex (Wandell et al. 2007, Wandell & Winawer 2010). We learned that responses to
many types of visual stimuli extend into VOT cortex, and regions within VOT are
particularly responsive to specific types of visual signals, including color and specific
classes of images (Epstein & Kanwisher 1998, Kanwisher 2001, Kanwisher et al. 1997, Zeki
2005, Zeki et al. 1991). These circuits develop over time (Rossion et al. 2002, Tarr &
Gauthier 2000), and during the years when we teach children to read, the VOT circuits
change their responses (Ben-Shachar et al. 2011, Booth et al. 2001, Brem et al. 2010,
Maurer et al. 2010).

1A PubM Developmental dyslexia d search of the period 2000 to 2011 identified more than 150 published papers that included the
phrase “visual word form area.”
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Critical White Matter Pathways for Reading Can Be Identified Using Diffusion Imaging, and
the Tissue Properties of These Pathways Correlate with Reading Performance

As recently as 15 years ago, there were no noninvasive methods for identifying the major
white matter fiber tracts in the living human brain and measuring the tract properties. The
development of diffusion imaging methods has changed this situation entirely, so that
measurements of the large axon bundles carrying information between cortical regions are
now straightforward and performed widely (Conturo et al. 1999, Mori 2007, Mori et al.
1999). Properties of such tracts can be compared across groups (e.g., good versus poor
readers), monitored over time (e.g., as children learn to read), and measured in individual
subjects (e.g., dyslexic individuals). Although current technology reliably identifies the large
fiber tracts located near the middle of the brain, it is not yet possible to confidently identify
tracts located at the edges of the white matter, such as where the tracts enter the gray matter
folds.

There has been good progress in identifying which large tracts carry signals important for
reading (Ben-Shachar et al. 2007c). Many of these studies further identify correlations
between the tissue properties of these tracts and specific aspects of skilled reading (Beaulieu
et al. 2005, Deutsch et al. 2005, Klingberg et al. 2000, Niogi & McCandliss 2006). The
reliably identified fiber tracts are mainly located in regions that carry signals between
auditory and language regions, or perhaps between visual and language cortex. The tissue
properties of the fiber tracts, for example their degree of myelination, develop significantly
through the first 20 years of life (Bourgeois & Rakic 1993, Lebel et al. 2008, Sowell et al.
2004). The current measurements reveal significant correlations between reading or reading-
related behaviors and tissue properties in these tracts. So far, the most consistently observed
correlations between white matter tract tissue properties and reading performance are related
to the phonological aspects of reading performance, but this field is nascent and further
discoveries will follow.

Structures and Signals in Reading Circuits Change During Development and Are
Influenced by Training

Both cross-sectional and longitudinal studies have measured the typical development of
signals and structures in the reading circuitry (Ben-Shachar et al. 2011, Booth et al. 2001,
Brem et al. 2010, Helenius et al. 1999, Maurer et al. 2010, Turkeltaub et al. 2008). There is
good agreement across methods and studies that VOT responses and specific white matter
structures change with development and that there are correlations between these changes
and reading performance. Investigators have also tested whether specific reading
interventions change group responses in locations that are part of the neural circuitry of
reading (Shaywitz et al. 2004, Simos et al. 2002, Temple et al. 2003).

In summary, instrument sensitivity and signal-processing methods have advanced
enormously over the past 30 years. We can assess functional signals and white matter tracts
in single subjects during the ages they are learning to read. Data from individuals can be
compared with corresponding signals and structures in other subjects from the same age
cohort, and in this way neuroimaging tools can help to identify the neural basis for reading
difficulties in a particular child. As we accumulate more data, it should be possible to
classify individuals according to particular individual differences. We may then be able to
devise behavioral tests and individualized training paradigms to identify specific deficits and
improve corresponding systems.

FUNCTIONAL NEUROIMAGING OF VISION AND READING
In addition to advances in neuroimaging instrumentation, the past 30 years has seen great
progress in the associated signal-processing and visualization methods. The processing and
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visualization of the measurements is particularly helpful in coordinating findings from
different laboratories or subdisciplines. In this section, we offer an overview of the spatial
organization in the posterior regions of the brain, from the occipital pole to VOT. The goal
of this overview is to summarize the findings and to explain limitations in current
measurements. Our understanding of the spatial layout of these responses is mainly obtained
using functional magnetic resonance imaging (fMRI). Our knowledge about the stimulus
specificity and response development comes from a range of different techniques.

Visual Field Maps
A century ago, neurologists discovered that human posterior cortex contains at least one
map of the retina: nearby neurons respond principally to stimuli in nearby retinal locations
(Henschen 1893, Holmes et al. 1996, Inouye 1909). Over the next 50 years, multiple maps
were discovered in a variety of animal species (Van Essen et al. 2001, Wandell et al. 2007),
but as recently as 25 years ago, the number and spatial organization of the human maps were
uncertain (Horton & Hoyt 1991a,b). During the past 25 years, we learned that visual field
maps tile virtually all of occipital cortex and that maps are also present in parietal and
temporal cortex (Wandell & Winawer 2010).

The general organization of the human retinotopic maps is the same in different individuals
(Figure 1, see color insert), although the absolute size of the maps varies by severalfold
(Andrews et al. 1997, Dougherty et al. 2003, Stensaas et al. 1974). V1 is located in the
calcarine sulcus. V1 receives input from the retina via the LGN, and it also receives
substantial feedback connections from other parts of cortex. Neurons in V1 respond to visual
stimuli in the contralateral hemifield.

In primates, V1 is surrounded by two additional maps, V2 and V3, that also respond to
stimuli in the contralateral visual field. A series of maps extend anterior from V2/V3 on both
the dorsal and ventral surfaces. Together, these maps cover the occipital lobe and much of
the posterior temporal and parietal lobes. A strip within the VOT has not been identified as
retinotopic. This region is surrounded by retinotopic cortex laterally (LO-1, LO-1, TO-1,
and TO-2) and medially (hV4, V0-1, VO-2, PHC-1, and PHC-2). As techniques for
measuring maps improve, new maps continue to be reported. Regions on the lateral surface
of occipital and temporal cortex that were thought to be nonretinotopic (Tootell et al. 1996)
have now been mapped; visually responsive regions not yet identified as retinotopic may be
revealed as retinotopic as measurements improve.

Currently, two significant methodological problems limit fMRI measurements in VOT.
First, the anterior portion of the VOT is on the ventral portion of the temporal lobe, near the
auditory canal. There is a significant difference in magnetic susceptibility between the brain
and the auditory canal. Special methods are needed to obtain reliable fMRI signals in
regions near large susceptibility changes, and these methods are not performed in most
fMRI experiments. Second, a large vein—the transverse dural sinus—passes near the
surface of VOT. This vein often passes near the hV4 map and travels forward toward the
anterior temporal lobe over the nonretinotopic region of VOT. The magnetic field near this
vein is inhomogeneous, and this interferes with fMRI measurements (Winawer et al. 2010).
The artifact from this venous sinus is quite large when measuring with 3-mm voxels, and
somewhat smaller for 1.5-mm voxels (K. Weiner, personal communication). The precise
relationship of the artifacts, caused by anatomical structures, in relation to functional tissue
such as the visual field maps can vary across individuals. However, neither of these artifacts
—the auditory canal susceptibility or the transverse dural sinus—is removed by averaging. It
is possible that new methods will develop that enable reliable measurements of the
responses in these VOT regions. For now, the reader should understand that even though
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important signals can be identified, investigators do not have a clear view of responses in the
entire VOT cortex.

Early Visual Cortex
A written word stimulus evokes a response pattern in the cone photoreceptors and retinal
neurons. These signals are communicated to the LGN and ultimately to V1 and other
cortical maps for further processing. The cortical activity evoked by printed words in
successive stages of the visual hierarchy (V1, V2, V3, and hV4) can be measured in
individual subjects (Figure 2, see color insert). The response to a small word is confined to
discrete locations within each of the visual field maps at a position determined by the
location of the word form in the visual field.

These measurements confirm that the signal is passing through visual cortex, and the
amplitude and spatial distribution of the activity can be tested against the expected
distribution. But important diagnostic information is missing from these blood oxygen–level
dependent (BOLD) measurements. The circuitry communicates in both directions between
most of the connections: say, from the LGN to V1 and then from V1 back to the LGN, or
from V1 to V2 and vice versa. The timing of the BOLD signal used in most fMRI
applications is too slow to separate these interacting signals. It is entirely possible that one
side of this signaling system is deficient, but not the other. In theory, a deficit in either the
feedforward or feedback signal could lead to an unexpected fMRI signal in, say, primary
visual cortex (Wandell & Smirnakis 2009). To distinguish these signals requires the use of
technologies with better temporal resolution. Significant advances have been made in the
methods for coordinating EEG measures with structural MRI measures and for localizing
these signals to cortical structures (Appelbaum et al. 2006, Dale & Sereno 1993, Hagler et
al. 2009).

Motion-Selective Cortex
There is a series of retinotopic maps on the lateral surface at the occipital-temporal border
(Amano et al. 2009, Huk et al. 2002, Kolster et al. 2010) (Figure 2). Several of these maps
appear to be homologous to visual area middle temporal (MT) and its surrounding maps in
animal models. The maps in this region are called the human motion complex, or hMT+. In
animal models, MT was identified first by its retinotopic map; subsequently, it was found to
have a large population of motion-direction-selective neurons (Zeki 1980, 2005) and dense
myelination. The homologous region was identified in human because of its strong response
to moving stimuli (Tootell et al. 1995, Zeki et al. 1991) and comparable myelination
(Tootell & Taylor 1995).

One prominent theory of reading disability is that magnocellular neurons in the LGN, which
are the main source of stimulus-driven excitation for MT (Maunsell et al. 1990), are
dysfunctional in poor readers (Cornelissen et al. 1998; Livingstone et al. 1991; Lovegrove et
al. 1980, 1982; Stein 2001). Three groups have confirmed that hMT+ responses are weaker
in poor readers compared with controls (Demb et al. 1997, Eden et al. 1996). HMT+ is
responsive during reading, and there is a relationship between performance on phonological
awareness tasks and contrast sensitivity of motion-selective cortex in controls (Ben-Shachar
et al. 2007a). The relationship between hMT+ responses and other parts of the reading
circuitry is not yet understood. But if one believes that visual cortex learns to recognize
specific patterns associated with word forms, it is plausible that hMT+ regions learn the
specific pattern of eye movements and control of attention that are used in skilled reading.
Perhaps hMT+ circuitry learns these elements of reading behavior (Wandell 2011).
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Ventral Occipitotemporal Cortex
Several visual specializations are located within VOT cortex (Figure 1), a region nestled
between the ventral occipital maps (VO-1, VO-2) and the hMT+ maps (TO-1, TO-2). Both
the VWFA) and a face-selective region (the fusiform face area, FFA) are located within
VOT. These regions are in close proximity to one another and both are near the foveal
representation of the VO retinotopic visual field maps. It is not common for investigators to
measure both visual field maps and these object-selective responses; consequently, we have
much less information than we should about the spatial arrangement of these regions.

Several VWFA response sensitivity properties support the hypothesis that the VWFA is a
reading specialization. These are: (a) VWFA responses are insensitive to retinotopic
position (Cohen et al. 2002) and leTTeR CaSe (Dehaene et al. 2001, 2004), (b) lesions near
the VWFA can produce pure alexia (Cohen et al. 2003, Gaillard et al. 2006, Leff et al. 2001,
Warrington & Shallice 1980), (c) VOT responses are sensitive to bigram frequency (Binder
et al. 2006, Vinckier et al. 2007), (d ) there is a word-specific pattern of orthographic
priming in VWFA (Dehaene et al. 2001), and (e) VWFA responses differ between words
and their mirror images (Dehaene et al. 2010a, Pegado et al. 2010). But the data supporting
these claims are not complete. For example, the assertion of position invariance or case
insensitivity is supported by coarse measurements, but this observation may be overturned
as measurement resolution and sensitivity increase.

There are two general hypotheses as to why the VWFA responds more powerfully than
other cortical locations while subjects view words (Ben-Shachar et al. 2007c). One
hypothesis is that the VWFA circuits learn to respond to the specific line contours in word
forms (Szwed et al. 2009). The relatively large responses to words, then, are present because
VOT circuits become specialized from exposure to hundreds of thousands of words. A
second hypothesis is that the VWFA is simply the location in visual cortex that is most
densely interconnected with language regions (Devlin et al. 2006, Powell et al. 2006,
Twomey et al. 2011). On this view, word-specific responses arise because there is an
interaction between language systems and visual cortex during reading. This hypothesis is
supported by the evoked potential data showing that lateralization of the putative VWFA
response appears to follow the lateralization of language (Cai et al. 2008) and that auditory
signals can modulate the response of VOT (Dehaene et al. 2010b, Yoncheva et al. 2010).
These two hypotheses are not mutually exclusive and may both turn out to be true.

Analyses of the VWFA are advancing, and two issues should be resolved in the next few
years. First, the spatial relationship between the retinotopic maps and the VWFA and FFA
regions should clarify. Until quite recently, very few groups measured visual field maps, the
VWFA, the FFA, and other specializations simultaneously (Ben-Shachar et al. 2007b,
Brewer et al. 2005, Szwed et al. 2011). Understanding the spatial relationship of these
regions requires measurements in individual subjects at relatively high spatial resolution.
For example, one recent high-resolution (1.4 mm) method separates the FFA and VWFA
peaks by only 9 mm (Song et al. 2010). Given this small separation, understanding the
pattern of activity requires single-subject analyses and voxel resolutions below the typical 3
mm.

Second, we should learn more about VWFA stimulus selectivity. Many regions of cortex
respond to written text (Figure 2), and the VWFA responds to many stimulus classes. One
would like a model that predicts the VWFA response to any arbitrary stimulus. Modeling
these responses has not been a focus of neuroimaging. Rather, studies typically rely on the
subtraction methodology and response comparisons (contrasts) between stimuli of interest
(e.g., text) with a series of control stimuli. It is clear that the size of the text versus control
mismatch will depend on the precise nature of the text stimulus and comparison (Szwed et
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al. 2011). Rather than contrast the response to a few types of patterns, it is preferable to
build a model of the responses. This approach is being developed in visual cortex (Dumoulin
& Wandell 2008, Kay et al. 2008, Thirion et al. 2006), and it is desirable to extend these
models to VOT regions—including both the VWFA and FFA. This will be a challenging
task because the VWFA response can be influenced by many experimental conditions,
including language tasks.

There has been some quantification of VWFA sensitivity to different stimulus classes. For
example, Ben-Shachar et al. (2007b) measured the size of the VWFA sensitivity to words,
false fonts, and line drawings. Because the BOLD response has no units and it is not closely
tied to a specific neural signal, Ben-Shachar and colleagues used a stimulus-referred
approach to quantify sensitivity (Salmelin et al. 1996, 2000; Sperling et al. 2005).
Specifically, they introduced noise into these stimuli and measured the noise power when
the VWFA responses were equated. The VWFA is about 15% more sensitive to words than
line drawings (0.82–0.72/0.82); the VWFA is 60% more sensitive to words than false fonts
(0.82–0.3/0.82). The VWFA responds to these patterns during a variety of tasks including
passive fixation even though the subject is not reading actively or involved in a language
task. Sensitivity to words in the presence of noise has also been measured behaviorally;
good readers are more resistant to noise than are poor readers (Sperling et al. 2005, 2006).

Based on current findings, it appears likely that the VWFA is part of the typical reading
pathway; hence, assessments of reading difficulties should include tests of the responses in
the VOT generally and the VWFA specifically.

Development and the VOT
Typically, children start formal reading training at age 5–6 years, toward the end of the
critical period for early visual cortex (Murphy et al. 2005). One hypothesis is that
instructional training should be coordinated with the process of neural development. On this
view, a child's instruction should be delivered when the systems needed to learn the material
are adequately developed but still have a potential for further plasticity that enables them to
respond to instruction. In this case, the critical period for linking language and sensory
systems should extend beyond the critical period of early visual cortex.

Decoding the visual pattern quickly is important for skilled reading. Hence, there is value in
training cortex to automatize the recognition of common word forms. In engineering
practice such efficiency is obtained by using memory to store information in pre-existing
look-up tables. Because there will be novel patterns that may not be stored, there must also
be a fallback algorithmic mechanism to decode visual patterns into phonological
representations (e.g., letter-by-letter reading). Computational algorithms are typically much
slower and require more energy than look-up tables, but they guarantee a reasonable
decoding in most cases. These two systems are at the heart of the dual-route theory of
reading (Coltheart et al. 2001, 2010). Using this theory as a framework, one would interpret
learning as the process of developing the algorithm and then developing a means to store
common results in the look-up table mechanism.

The neural development of word recognition is being examined by many groups. Using
cross-sectional designs, many groups find a developmental change in VOT responses to
single-word reading tasks (Booth et al. 2001; Brem et al. 2006, 2010; Church et al. 2008;
Maurer et al. 2007; Turkeltaub et al. 2008). A theory of VOT development is that the
increased response amplitude reflects the fact that children learn the automatic mapping
from orthography to phonology. In a longitudinal design, Ben-Shachar et al. (2011)
measured children's (age 7–15 years) VWFA responses to words presented in different
levels of noise. Sensitivity increases over this age range, and the size of the increase
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correlates with the size of improvement in sight-word efficiency (rapidly recognizing a word
from a nonword). The cortical surface area of the VWFA follows an interesting and perhaps
surprising pattern. The size increases until the age of 12 years and then decreases.

Reading training transforms EEG responses in posterior cortex. When adults see a word, the
occipital electrodes produce a small positive response followed by a larger negative
response at 170 ms (Bentin et al. 1999, Nobre et al. 1994). The negative response amplitude
is larger for words than control stimuli (word tuning). In children prior to reading
instruction, the initial positive response is larger than in adults, and the negative response is
210 ms later (Spironelli & Angrilli 2009). There is no word tuning. After children learn
letter–speech sound correspondences, word tuning develops. The timing remains sluggish
compared to adult (Brem et al. 2010, Maurer et al. 2007).

It has been proposed that learning to recognize words colonizes neighboring cortical
territory that would be devoted to processing other forms, such as faces (Cantlon et al. 2011,
Dehaene et al. 2010b). This hypothesis implies that learning to recognize words stretches the
learning capacity of VOT cortex.

Anterior Systems for Reading and Language
Cortical circuits specialized for seeing words must communicate with circuits specialized in
phonology and language, and understanding the reading circuitry requires us to specify the
connections and role of these parts. For investigators comfortable with the compact orderly
representation of the visual field maps, the complex array of phonological and linguistic
tasks and the characterization of the cortical responses are daunting. In visual neuroscience,
investigators generally agree on the parts list (V1, V2, V3, etc.). Measurements are now
typically made on a single-subject level aimed at understanding and modeling the precise
computations that these regions perform.

Although neuroimaging of language has not yet mapped cortical regions with similar
precision, there has been progress in identifying cortical circuitry that is critical for reading
and language (Jobard et al. 2003, Shaywitz et al. 2008, Vigneau et al. 2011) (Figure 3, see
color insert). In a meta-analysis aimed at understanding the neural bases for the dual-route
theory of reading, Jobard et al. (2003) found a set of repeatable functional activities that
cluster in several distinct regions (Figure 3). This meta-analysis offers several likely target
regions for projections from VOT cortex. By knowing the parts, finding connections
between the circuits for seeing words and those extracting linguistic information should now
be possible.

WHITE MATTER PATHWAYS AND READING
The human brain has an enormous number of neural connections. If the axons within a
single cubic millimeter of cortex are laid out end to end, they extend about 3 kilometers
(Braitenberg & Schüz 1991); this shows that even at the finest scale the cortex is massively
interconnected. At a coarser scale the cortical gray matter and cerebral white matter have
very similar volumes. Human cortical gray matter, which contains both neurons and local
connections, has a volume of roughly 460 cm3. The cerebral white matter volume, which
contains exclusively connections, is nearly as large at 380 cm3 (Walhovd et al. 2005).

During development the white matter axons are guided between cortical destinations by
molecular signaling mechanisms (Goodman & Shatz 1993). Damage to certain groups of
axons (fascicles) has specific neurological consequences, and a prominent view in neurology
is that many of the defining characteristics of human thought can be explained by
understanding these connections (Geschwind 1965a). For example, Wernicke proposed that
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cortex is a mosaic of sensory and motor representations with functions arising from cortical
interactions determined by connections (Wernicke 1874).

It was not possible to identify specific fascicles in the living human brain until recently,
when diffusion-weighted imaging and computational procedures enabled such
measurements (Basser 1995, Conturo et al. 1999, Le Bihan et al. 2001, Mori et al. 1999).
About a dozen major fascicles that carry intrahemispheric signals can be reliably identified
using diffusion-weighted imaging; in addition, the corpus callosum contains major fascicles
that carry interhemispheric information (Mori 2007, Wakana et al. 2004). Many smaller
fascicles (U-fibers) make short-range connections (1–3 cm) between nearby cortical regions.
These travel parallel to the cortical surface rather than diving deep into the white matter.

There are several limitations in the ability to measure human fascicles. First, fascicles are
located in close proximity to one another; at certain locations it is difficult to distinguish
whether a measured voxel contains axons from just one fascicle or several. Methods are just
developing that appropriately estimate the core and periphery of major fascicles (Yeatman et
al. 2011). Second, axons do not necessarily travel the full length of a fascicle. Some axons
enter and exit along the fascicle trajectory, so that the fascicle is akin to a highway with
entrances and exits (Catani et al. 2003). Hence, the axons may differ when locations along
the length of a fascicle are compared. Third, the ability to find fascicles and estimate the
tissue properties of these fascicles depends on a number of factors, including curvature,
thickness, proximity to the cortex, and crossing fascicles. Consequently, diffusion
differences between fascicles may be caused by any of these factors.

Although there are limitations, it is also true that great progress has been made. In the past
15 years we have advanced from no measurements of white matter fascicles in the living
human brain to routine measurements of many fascicles. During this time we also learned
about significant relationships between the fascicle properties and reading.

Intra-Hemispheric Reading Pathways
At least five large white matter fascicles are candidates for carrying signals essential for
reading (Figure 4, see color insert); improper functioning of any of these may interfere with
skilled reading. The optic radiation (green) connects the lateral geniculate nucleus of the
thalamus and primary visual cortex. Both the inferior longitudinal fasciculus (ILF, purple)
and inferior fronto-occipital fasciculus (orange) connect with visual cortex and may carry
critical feedforward and feedback information. The arcuate fasciculus (AF, dark blue)
comprises axons that connect with phonological regions in the temporal lobe and language
areas in prefrontal cortex. Some authors prefer to describe the arcuate as part of the superior
longitudinal fasciculus (light blue), though in our view the two can be distinguished at
several places.

Signals traversing the relatively short distance between V1 and VOT cortex are probably
carried by U-fibers, not major fascicles. But it is likely that at some point orthographic
signals in VOT are communicated to more frontal areas along a major fascicle (Catani et al.
2003). It has been suggested based on neurosurgical observations that VWFA and language
regions are connected by axons that enter the ILF (Epelbaum et al. 2008). The ability to
securely identify the white matter carrying orthographic signals in healthy humans will be a
valuable advance.

The Arcuate Fasciculus
The AF has long been considered a candidate pathway for carrying phonological and
language information (Geschwind 1965a,b). Some authors have speculated about specific
functionality of AF signals. One hypothesis is that AF axons carry signals used for the
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manipulation and articulation of phonological information (Hickok & Poeppel 2004, 2007).
Another is that AF signals reactivate phono-logical material in verbal working memory
(Friedmann & Gvion 2003) and short-term storage and verbal repetition of speech (Catani &
Ffytche 2005, Glasser & Rilling 2008, Rilling et al. 2008, Saur et al. 2008). The AF is a
large bundle, and all of these hypotheses may be true (Bernal & Ardila 2009).

Most of our knowledge about reading and the AF are based on neurological cases, and these
models are based on interpreting the correspondence between lesion sites and behavioral
deficits. For example, using methods to compare diffusion data from a single individual to a
group of healthy controls, Rauschecker et al. (2009) report the case of a child without an
arcuate who was unable to develop skilled reading. Studies are now underway to more fully
elucidate the role of the AF in normal reading. In a recent study with healthy children,
Yeatman et al. (2011) measured reading and AF properties in healthy children aged 7–11.
Measuring a portion of the white matter where the AF could be isolated, Yeatman et al.
found that radial diffusivity is higher for children with better phonological awareness. This
correlation is present in the left AF but not in adjacent fascicles or the right AF. These
measurements support the hypothesis that the left AF carries signals essential for
phonological awareness, an important component of skilled reading.

Temporo-Parietal White Matter
Klingberg et al. (2000) were the first to report a white matter difference between good and
poor adult readers. This difference was confirmed in studies with children (Beaulieu et al.
2005, Deutsch et al. 2005, Nagy et al. 2004, Niogi & McCandliss 2006), but the precise
location of the difference with respect to the major fascicles has been difficult to isolate. The
largest difference between good and poor readers is in the corona radiata, a fascicle between
the AF and the large band of callosal fibers. It has not been possible, however, to be
confident that the difference is caused by tissue properties confined to the fascicle;
alternative hypotheses are described in Ben-Shachar et al. (2007c).

Two problems limit the ability to locate diffusion differences between good and poor readers
to a specific fascicle. First, the white matter difference is in a region where several fascicles
are in close proximity (Figure 5, see color insert). Second, in most studies the differences
were measured by comparing groups of good and poor readers rather than individual
subjects, and the location is specified in atlas coordinates. Even when restricted to control
groups, any coordinate will have mixtures of fiber groups at a particular coordinate. Hua et
al. (2008) document the limits in analyzing specific fascicles in group studies where all the
subjects are transformed into a common atlas system. These authors coregistered 28 brains
and created a fiber tract template. No voxel in the AF template contained AF data from more
than 20 of the 28 subjects; the majority of voxels in the AF template included AF data from
less than half of the subjects (10–14). When comparing between two distinct groups (e.g.,
good and poor readers), the problem may be even worse. Thus, it is difficult to confidently
identify a fascicle on the basis of group-averaged differences.

Callosal Pathways
A postmortem analysis of Dejerine's alexic patient revealed a large set of lesions including
damage to the posterior corpus callosum (Dejerine 1891). Dejerine was uncertain of the
significance of the callosal lesion, but subsequent neurological studies provided compelling
reasons to believe that this pathway carries information that is used in reading (Damasio &
Damasio 1983, Wandell 2011).

Three modern reports in healthy subjects show a correlation between the tissue properties of
a posterior callosal region and reading. Specifically, in a small region of the posterior
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callosum, radial diffusivity is correlated with certain behaviors (e.g., phonological
awareness) that are essential for skilled reading (Dougherty et al. 2007, Frye et al. 2008,
Odegard et al. 2009). Where these fibers project to cortex is unsettled; preliminary analyses
in our laboratory suggest that they project to the angular or superior temporal gyrus (Kevan
et al. 2012).

DYSLEXIA
In the Introduction we identified a long-term goal of identifying the computations of all the
neural circuits used in reading. It is important to look for ways to use our current
understanding even as we work toward the larger goal. One application is to use
neuroimaging measurements to predict the likelihood of success of specific interventions.
For example, EEG potentials (Maurer et al. 2009, Molfese 2000) and MR measures (Davis
et al. 2010; Hoeft et al. 2007, 2011) have been used to predict reading outcomes. Such
measures can be used to select the best intervention for an individual (Gabrieli 2009).

Many neuroimaging measurements compare responses in good and poor readers, but there
are critical limitations in our ability to explain these findings (Shaywitz et al. 2008). One
limitation is the diversity of findings themselves. For example, some investigators report
that the principal difference is in temporoparietal cortex, and others report that principal
differences are in inferior temporo-occipital cortex. A second limitation concerns how to
integrate measurements from different modalities [EEG, MEG, fMRI, and diffusion tensor
imaging (DTI)]. The fMRI responses are not driven by the same neural signals that give rise
to scalp measurements (Logothetis & Wandell 2004), and EEG and MEG signals arise from
different sources (Sharon et al. 2007). Hence, the N170 measured by an occipital electrode
in EEG may not measure the same neural signal as the VWFA response measured by fMRI.
To combine the data across the variety of imaging technologies requires models that can
integrate the data from different measurements into a coherent understanding of the
underlying neural circuitry; such modeling is a hope, not yet a reality.

Good and Poor Readers
Despite some limitations, neuroimaging has provided useful guidance concerning dyslexia
and potential interventions. Using both temporally and spatially resolved methods, many
investigators have shown that responses to single-word identification are smaller in left
VOT cortex of poor readers compared to good readers.

Salemelin and colleagues reported that MEG responses to words localized to left inferior
occipitotemporal cortex differ significantly between good and poor adult readers (Helenius
et al. 1999, Salmelin et al. 1996). These responses arise within 200 ms of stimulus
presentation, and the amplitude of these responses is significantly lower in poor readers than
in good readers. Using MEG in children, Simos et al. (2000, 2002, 2007) report differences
between poor and good readers in the same left occipitotemporal regions, but at slightly
delayed times (220 ms). They further report differences in left temporo-parietal cortex near
the superior temporal gyrus.

The earliest PET and fMRI studies included measurements of responses of good and poor
readers. The visualization tools and instrumental sensitivity did not produce a clear picture
of the differences. For example, Paulesu et al. (1996) reported differences between controls
and compensated adult dyslexics in Broca's area and Wernicke's area, but not in VOT
cortex. They concluded that dyslexic subjects “activated the same brain areas as controls,
but unlike controls, they did not activate them in concert.” Rumsey and colleagues (Rumsey
et al. 1997, Horwitz et al. 1998) used a range of behavioral tests to understand the
relationship between specific brain regions and different components of reading and found
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many differences between good and poor readers, including a significant VOT response
difference on orthographic decision-making (e.g., which is a word: hoal or hole?).
Subsequently, Brunswick et al. (1999; Figure 2) and Paulesu et al. (2001; Figure 3) found
that good and poor reader responses differed in a region they labeled the left inferior/middle
temporal region that falls in VOT cortex at the VWFA location (Wandell 2011; Figure 4).

Pugh et al. (2001) offered a neurobiological account based on a dorsal and ventral stream for
reading. They suggested that the dorsal stream, which includes the left angular gyrus,
dominates early reading and interpretation of the relationship between orthography and
phonology. Over time, the ventral stream, which includes the VOT circuitry, develops into a
fast word-recognition system that is needed for fluent reading. Their neurobiological
account matches the dual-route theory (Coltheart et al. 2001).

Maisog et al. (2008) performed a quantitative meta-analysis of the literature and found that
the most reliable difference between good and poor readers was in left extrastriate cortex,
including the region of the VWFA. The reduced responses are not restricted to reading: The
region responds less during picture naming, which suggests VOT is involved in integrating
phonology and visual information broadly (McCrory et al. 2005).

Although there is general agreement on the importance of VOT cortex, the precision of the
measurements could be improved. To visualize the locations identified in several of these
reports, we draw the positions as 1-cm-radius disks on segmented cortical gray matter of an
individual subject. The gray matter surface is inflated to visualize the sulci (Figure 6, see
color insert). In the sidebar titled Responses in the Medial Temporal Gyrus and the VWFA,
we describe the challenges in localizing responses in group studies. Additional factors that
may contribute to differences between studies are the age of subjects and the fMRI task.

Interventions
Many recent reading interventions were guided by the hypothesis that dyslexia arises from
an inability to perceive and manipulate the sounds of speech (phonological awareness and
decoding) (Comm. Prev. Reading Difficulties in Young Children et al. 1998). This
hypothesis is based on two key findings. First, a powerful correlation exists between the
ability to perceive the sounds of speech and the ability to read (Bradley & Bryant 1978,
Stanovich et al. 1984). Second, explicit training in speech sounds can improve reading
(Bradley & Bryant 1983, Torgesen et al. 1999, Wagner & Torgesen 1987). Reading
interventions based on the phonological awareness theory use a variety of training
paradigms. In some interventions children are trained to hear phonemes, in others they are
trained to hear the association between sounds and text, and in some cases children are
trained to hear nonlanguage sounds such as tones. Modern treatments based on phonological
awareness have not ended dyslexia, and there are open questions about the interpretation of
phonemic awareness interventions. For example, some authors challenge the hypothesis that
learning to hear phonemes, without teaching the sound-text connection, improves reading
(Castles & Coltheart 2004).

Several groups have studied changes in the functional response of poor readers following
phonological interventions. For example, in an fMRI study with children, Shaywitz et al.
(2004) found that a phonologically based intervention transformed the left occipitotemporal
system. In a recent review, they write, “the failure of the word form area to function
properly in dyslexic children and young adults is responsible for their characteristic
inefficient, slow reading” (Shaywitz & Shaywitz 2008). Similar increases in left VOT
responses after reading interventions have been reported using MEG (Simos et al. 2007). In
contrast, Meyler and colleagues (Meyler et al. 2007, 2008) used fMRI to measure the effect
of phonological training using a sentence comprehension task. They found that training
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increases responses in the left angular gyrus region. They write, “Conspicuously absent in
the present data is any hint of an effect of either reading ability or intensive remediation on
activation in left occipito-temporal areas” (Meyler et al. 2008, p. 2588). Eden et al. (2004)
measured fMRI responses during phonological tasks in adults who underwent reading
remediation. They found an increased response in the left angular gyrus as well as in the
fusiform/parahippocampal gyrus anterior to the VWFA. The pattern of outcomes does not
simplify by incorporating results from the other investigations (Aylward et al. 2003,
Odegard et al. 2008, Temple et al. 2003).

In addition to measurements of functional responses, there are reports that reading
interventions change both white matter (Keller & Just 2009) and gray matter (Krafnick et al.
2011). So far, these measures have failed to find changes in the same reading networks
found by fMRI. Many factors could account for these differences, and as measurement
technologies improve, we may hope to find converging results across different
methodologies.

One hypothesis concerning the effects of remediation is based on the lateralization of
reading signals (Pugh et al. 2001). A number of groups have observed that in poor readers
responses to words are relatively right lateralized, and that after reading interventions, MEG
and fMRI responses in ventral occipital cortex become left lateralized (Maisog et al. 2008,
Shaywitz et al. 2008, Simos et al. 2002, Spironelli et al. 2010).

CONCLUSION
A picture of the functional responses and anatomical structures essential for skilled reading
is coming into focus. In the early years of neuroimaging, it might have been hoped that the
list would be small and that differences between good and poor readers could be
summarized by a spot in cortex or a single lesion in white matter. Just as genomics has
taught us that human performance is rarely dependent on a single gene, neuroimaging has
taught us that human performance is rarely dependent on a single brain structure or a single
class of neurons.

By emphasizing measurements that can be made in individual subjects, we hope to develop
methods so that dysfunction can be understood from the differences in an individual who is
struggling to read compared to the typical set of responses in good readers. We should
anticipate that each individual may deviate in his or her own way, and there may be
individualized interventions to address the dysfunction of particular cortical circuits.

As instrumentation and methods improve, we will be able to follow signals and measure
structures with increasing precision. Consequently, we will find many more statistically
reliable differences between groups or between individuals. Anticipating these advances, we
can expect that experimental designs will change from an effort to identify reliable statistical
differences to designs that evaluate quantitative models of signals and structures. Individuals
may be reliably different from one another, but only some differences will interfere with
performance. Hence, we anticipate a future in which the current emphasis on hypothesis
testing for differences is replaced by measurements that characterize system performance.

An enormous amount has been learned about the reading circuitry over the past 25 years. In
the 1980s, the neural basis of reading was informed mainly by lesion-induced alexias, but
reading difficulties in otherwise healthy children were opaque (Wandell 2011). Since those
days, we have developed tools that can explore the signals and structures with much better
resolution. We have learned how to trace the reading signal as it passes from early visual
cortex to VOT, and a compelling case has been made that the VOT contains responses that
are essential for reading; these responses can be measured using both spatially and
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temporally resolved signals. The development of these responses has been measured in
healthy children and in children and adults undergoing reading interventions. The white
matter pathways that carry signals between VOT and anterior cortical regions, such as the
angular gyrus and temporo-parietal cortex, may well clarify in the next few years. There is
reason to hope that basic investigations into reading circuits will pay off in the form of
practical advice about the intervention that is best suited for an individual child.
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Orthography: the written or printed symbols of language

Developmental dyslexia: failure or difficulty learning to read in a child whose cognitive
skills are otherwise unimpaired

MEG: magnetoencephalography

EEG: electroencephalography

V1: primary visual cortex
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Pure alexia: the inability to read even when visual and language functions are intact; also
known as word blindness and alexia without agraphia

VOT: ventral occipitotemporal cortex

VWFA: visual word form area
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fMRI: functional magnetic resonance imaging

Retinotopic maps: mapping of visual space onto the brain surface such that neighboring
neurons respond to neighboring parts of the visual field
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Magnetic susceptibility: the degree of magnetization of the material or tissue in response
to a magnetic field applied by the MR scanner
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hMT+: human motion complex

Phonological awareness: ability to manipulate the sounds of speech (“What is bat minus /
b/ ?”); used as a predictor of reading difficulties

VWFA response sensitivity: a stimulus-referred approach where the responses to a
stimulus embedded in multiple levels of noise are measured
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Phonology: the study of how sounds are organized and used in natural languages
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AF: arcuate fasciculus

Radial diffusivity: the apparent diffusivity measured in the direction perpendicular to the
length of a fascicle; to be differentiated from the apparent diffusivity measured along the
length (axial diffusivity)
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DTI: diffusion tensor imaging
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RESPONSES IN THE MEDIAL TEMPORAL GYRUS AND THE VWFA

Acquiring MRI data involves many experimental and processing choices, each of which
may have important consequences for scientific conclusions. The MRI acquisition and
processing choices can be opaque to casual readers of the MRI literature. This side-bar
illustrates the impact that certain methodological choices can have on scientific
conclusions.

When measuring the whole brain, investigators use a range of voxel sizes and smoothing.
It is not uncommon to see measurements with 5-mm isotropic voxels followed by 9-mm
FWHM (full width at half maximum) spatial averaging. In this case, functional signals
from a single point in the brain are pooled over a region roughly the size of the overlaid
disks (Figure 7, see color insert). Data in many studies are further combined across
brains, each with its own unique gyral and sulcal patterns.

An anatomical region in the VOT is shown in a single coronal slice in Figure 7. The
point labeled on the lateral aspect of the brain is near the middle temporal gyrus; the
point labeled on the ventral surface is in the occipitotemporal sulcus. These regions are
separated by centimeters when measured along the cortical surface. However, they are
separated by only ~4–5 mm in the brain volume. If one pools fMRI signals over 5- to 10-
mm regions, there is no realistic chance of reliably distinguishing responses originating
near the middle temporal gyrus from those in the occipitotemporal sulcus. This confusion
is very problematic because a long history of neuroscientific exploration has established
that the organization and computation of neurons is best understood by proximity on the
cortical sheet. Neurons that are nearby in the volume only due to the cortical folding
pattern may perform very different functions, and their responses should not be averaged.

This problem is not unique to the study of reading or VOT. As a second example,
consider the pre- and postcentral gyri, which perform motor and somatosensory
functions, respectively. These gyri are in close proximity within the volume, but one
would not want to average their responses. Throughout the brain, regions at the bottom of
sulci are in close proximity when described in the volume; these regions are separated by
less than 1 cm when measured through the white matter. One indication of imprecise
spatial positioning is the localization of principal activation to the white matter rather
than the gray matter.

Modern MRI scanners can perform functional measurements at 2-mm or better resolution
within individual subjects. Because the cortical sheet thickness is 2 to 3 mm, and the
opposite sides of sulci are separated by about 2 mm, smaller voxels reduce the scope of
the problem. Better spatial localization of the signals can be achieved by segmenting
white and gray matter and averaging along the gray matter surface. Tools for achieving
good segmentations are now freely distributed and are commonly used in certain
subfields of neuroimaging (Fischl et al. 2004, Yushkevich et al. 2006).

Issues of spatial resolution are also important to consider in diffusion imaging and
tractography (Figure 7, right side). Notice that the white matter separating various sulci
on the lateral and ventral surface is about 3- to 5-mm thick. The standard size of a
diffusion voxel is 2 mm isotropic, so that for tractography one would obtain no more than
two measurements between the opposite sides of a typical gyrus. Given these
measurement limitations, we do not obtain precise information about the location on a
gyrus where a fascicular projection terminates. A fair heuristic of the measurement
precision is to imagine a surface connecting the base of the sulci (Figure 7, red outline).
Projections of the white matter up to this surface, before the white matter becomes thin in
the gyri, are relatively secure. The figure illustrates that we can obtain better estimates of
fascicles projecting to some cortical regions than others. Given diffusion measurements
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with sufficiently high signal to noise, the shape and gross trajectory of major white
matter fascicles and their diffusion characteristics can be reliably measured in individuals
(Danielian et al. 2010).
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FUTURE ISSUES

1. Understand the spatio-temporal reading circuitry transformations from input
(retina/V1), through visual, auditory, and language circuitry, to output (semantic
access).

2. Quantify the developmental trajectory of gray and white matter structures used
for reading.

3. Identify specific structural or functional deficiencies in individual subjects with
reading difficulties.

4. Associate specific behavioral traits with specific neural differences.

5. Predict reading difficulties and the likely success of individualized interventions
from neuroimaging or behavioral measurements.
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Figure 1.
The location of the VWFA in relation to visual field maps. The left images are medial (top)
and ventral (bottom) views of the left hemisphere of a single subject. The surface was
defined by segmenting the gray and white matter. The gray shading codes surface curvature:
sulci (dark) and gyri (light). The colored overlays denote the locations of visual field maps
and the VWFA that were measured in this subject using fMRI. The image on the right is an
expanded view of the VOT cortex, computationally inflated in order to visualize the depths
of the sulci. The individual maps are labeled. The VWFA position is shown as a 10-mm
radius disk, centered at standard MNI coordinates for the VWFA [−44 −58 −15] (Jobard et
al. 2003). fMRI, functional magnetic resonance imaging; MNI, Montreal Neurological
Institute; VOT, ventral occipitotemporal; VWFA, visual word form area.
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Figure 2.
Measuring responses to words within the human visual field maps. A word presented just to
the right of fixation (inset, upper right) produces predictably localized responses in the
hierarchy of the outlined visual field maps (matching Figure 1). Two views of the left
hemisphere of a subject (inset, upper left) are shown expanded in the two main images. The
orange overlays represent the amplitudes of functional magnetic resonance imaging
responses in a single subject. The posterior view (left) is positioned to show visualization of
the dorsal (V2d, V3d, V3a/b, LO-1, LO-2, TO-1, and TO-2) and ventral (V2v, V3v, hV4,
VO-1, and VO-2) visual field maps and the visual word form area. The ventral view (right)
emphasizes visualization of activity along the ventral visual field maps. The dotted arrows
on the ventral view indicate the proposed information flow between the maps, possibly via
U-fibers.
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Figure 3.
Left hemisphere reading-related areas. The red color overlays on this lateral view of a left
hemisphere are relatively anterior cortical locations that are active during reading tasks. The
color overlays in the posterior region are the locations of visual field maps in this individual
subject. Language-related regions are placed at the MNI coordinates in Jobard et al. (2003).
IFG-tr, inferior frontal gyrus, pars triangularis; IFG-op, inferior frontal gyrus, pars
opercularis; MTG/STG, middle/superior temporal gyrus, including superior temporal sulcus;
SMG, supramarginal gyrus; VWFA, visual word form area.
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Figure 4.
White matter pathways that carry essential reading signals. The two images show several
major white matter fascicles in the left hemisphere from different points of view. Three of
these fascicles communicate information to and from the occipital lobe. The red ellipsoids
are located near cortical regions that respond (fMRI) during reading tasks (Jobard et al.
2003); these are the same locations as shown in Figure 3. The ellipsoids are scaled to reflect
the uncertainty (standard deviation) of the center positions, measured across studies. The
arcuate and superior longitudinal fasciculi include axons that terminate near these cortical
regions.
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Figure 5.
The arcuate fasciculus contains axons that communicate between phonological processing
regions. The image on the left shows the arcuate fasciculus (blue) and two adjacent fascicles
(orange and green) that pass through the same voxels that contain arcuate axons. The inset
shows an expanded view of the region containing these three pathways and their divergent
directions. In the image on the right, the arcuate is colored to indicate the fractional
anisotropy (FA) along its trajectory. Some of the FA variation is due to tract curvature and
partial voluming with neighboring anatomical structures. For example, FA is low at the
arcing location where several distinct groups of fibers converge (left image). The effect of
such geometric properties and partial voluming can be reduced by measuring the FA in the
anterior portion of the tract, which is relatively straight, and the arcuate can be distinguished
from nearby tracts.
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Figure 6.
Cortical regions where fMRI responses differ between good and poor readers. Lateral (top)
and ventral (bottom) view of a computationally inflated left hemisphere. The visual field
maps were measured using fMRI. Other labeled regions ( purple with yellow letters) were
identified as showing greater responses to visual word stimuli in controls than dyslexics.
The positions are reported by (A) Paulesu et al. (1996), (B) Rumsey et al. (1997), (C)
Brunswick et al. (1999), (D) Paulesu et al. (2001), (E) Eden et al. (2004), (F) Grünling et al.
(2004), (G) McCrory et al. (2005). Several of these regions are in VOT, either overlapping
or near the VWFA location, which is centered at standard MNI coordinates [−44 −58 −15]
(Jobard et al. 2003).
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Figure 7.
Spatial resolution considerations when analyzing functional responses and white matter
pathways using magnetic resonance imaging.

Wandell et al. Page 41

Annu Rev Psychol. Author manuscript; available in PMC 2012 January 10.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript


